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Projects Studied Under the Contract: 

During the first half of the contract year,  the program continued 

the following studies:    speech analysis by linear prediction,  digital 

frequency warping, development of a high speed digital processor for 

speech synthesis,  and the design of two-dimensional recursive digital 

filters.    These projects are summarized in the  following pages  and 

reprints of available publications  are  appended, 

Tt.e views  and conclusions  contained in this document are  those 

of the  author,  and should not be interpreted as necessarily representing 

the official policies, either expressed or implied,  of the Advanced 

Research Projects Agency or the U.S.  Government, 

I 

I 

-~ "^ —■   "-■-■•'■■*—™^ 



iiiiiii    i      «mvmvimw ii"«"iiii i    i" .• PMMPPIIIHPIipiPP«! pVMqpmnmmiHnaiJ .1 UJIIUU 

WM 

u 

Abstract 

During the  first half  of the  contract year,  the program continued 
the  following studies:    speech analysis by  linear prediction,  digital 
frequency warping,  development of a high speed digital processor for 
speech synthesis,  and the design of two-dimensional recursive digital 
filters.     These projects  are summarized in the  following pages and 
reprints  of  available publications  are  appended. 
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REPORT SiniMARY 2 

1,    Speech Analysis by Linear Prediction 

The general direction of this  research Is  to study In detail, 

and to summarize In quantltave  terms,   the acoustic properties of pre- 

stressed consonants of General American English. 

We have  chosen to study  the acoustic properties of these consonants 

under a highly  controlled environment, where syntactic and semantic 

influences are  constrained to a maximal degree and where  the phonetic 

environment  can be varied In a systematic way.    We  feel very strongly 

Chat, In order to study the acoustic properties of phonetic units and 

find the  relationships between these acoustic properties and their under- 

lying invariant attributes,  the construction of such o controlled data-base 

is essential 

We have restricted ourselves to study only pre-stressed consonants 

for several reasons.     First,  a stressed  consonanfvowel sequence seems 

to be universal among all languages.    Studying pre-stressed consonan1.^ 

might provide a common ground where similar studies of other language! 

could be  attempted and compared.    Secondly, stressed syllables in an 

utterance are probably articulated with greater care and effort,   thereby 

resulting in a robust acoustic signal where the extraction of acoustic 

parameters  is more reliable.    It might even be  hypothesized that the 

acoustic properties of consonants are  least distorted by the environment 

when they  appear in stressed consonant-vcwel (C-V)  syllables.  Acoustic 

invariants  of consonants are more  likely to be observed in such environ- 

ment.    Therefore,  this phonetic environment might provide,  in some sense, 

the clearest indication of the ideal relationship between the underlying 

invariant attributes and their acoustic  correlates. 

It is hoped that studies of this  type will lead to a better under- 

standing of the nature of language.     This study  also has im^jdlate  app11- 
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cation in the recognition of speech by machine.    Since stressed syllables 

seem tc provide more reliable acoustic information, it may be hypothesized 

that one should first exercise considerable effort in the phonetic 

recognition of stressed vowels and consonants.    One would also expect 

algorithms proposed for continuous speech to perform quite reliably in 

such an environment. 

The acoustic analysis system has been implemented on the FUP-Univac 

computer facility at Lincoln Lab.    The system can generate  linear predic- 

tion spectra as well as various acoustic parameters.    Spectra and para- 

meters are computed every 5 msec and are available for on-line display 

and examination.    They can also be stored on magnetic tapes for later 

use. 

Several considerations have been weighted in the construction of 

the data-base. 

1) Our interest is in studying stressed,  C-V syllables in a 

controlled phonetic environment. 

2) We would like to study  them as  they would appear in continuous 

speech. 

3) We would like to eliminate,as much as possible,  the linguistic 

influences. 

A) It was also decided that a final consonant should be added to 

the syllables, since certain English vowels do not appear in the final 

position of a word. 

5) The data-base should be general enough so that later studies  of 

vowels and post-stressed consonants can be carried out on the same 

speech material. 

6) Finally,   talker-dependent phenomena, as well as variations within 

mm i imiii 
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a given talker,  should also be accounted for. 

The format of the speech material was  finally decided to be a non- 

sense word ha'C.VC- embedded in a carrier sentence, "Say   again." 

The size of the data-base presents a non-trivlnl problem in terms of 

data storage,    A rough calculation inJ^cates  that if we are to include 

all C-V combinations,  a mere 10 repetitions  of each combination will 

result in some seventy-four thousand utterances or approximately thirty 

hours  of speech material.    We are in the process of recording these 

utterances, excluding only these stressed,  C-V combinations that do 

not occur in English.    However, we only intend to study a realistic 

but substantial subset of the utterances in detail. 

It was decided that we will use the Univac-FDP system for signal 

processing and use the TX-2 computer for storage and on-line data 

analysis.    An interactive display and data retrieval system is presently 

under development on the TX-2.    The system, when completed, will be 

able to display  acoustic information in various  forms.    Collection of 

statistics over a large corpus of data can also be done with relative 

ease. 

Preliminary data indicates  that phonetic units have certain acoustic 

cues  that are environment-dependent and others  that are reasonably 

invariant.    It is well known that when speech sounds are connected to 

form an utterance,   there is a considerable degree of overlap in the en- 

coding process so that influence of one phonetic unit can be found in 

its adjacent units.    We feel that there is probably as much coarticulation 

effect on the  consonants as  there is on vowels,  i.e.,  acoustic properties 

of consonants are quite dependent on its vowel environment.    With the 

availability of additional data, we'll be able  to draw more specific 

conclusions on these observations. 
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2,    Applicatloii of Digital Frequency Warping to Unequal Resolution 

and Vernier Spectrum Analysis 

The application of a technique, which has been referred to as digital 

frequency warping,   to unequal bandwidth spectral analysis has been 

investigated.    With  this  technique,  a sequence is  transformed into a 

second sequence in such a way that the Fourier transforms of the original 

and transformed sequences are related by a non-linear transformation of 

their frequency axes.    An equal bandwidth analysis,  carried out on the 

transformed sequence,  then corresponds to an unequal bandwidth analysis 

of the original sequence.    In many spectral analysis applications,   it 

is desirable to have the analysis bandwidth  change with frequency.     For 

example,  in the analysis of noise generated by mechanical systems  for 

detecting potential  failures it is  often important to utilize proportional 

bandwidth or constant Q analysis so that the  form of the spectrum is 

invariant under a time scaling of the signal, which might result,   for 

example,  from a change in the speed of the system.    In other instances, 

such as sonar data analysis, it is desirable to analyze wide bandwidth 

data while obtaining high resolution at tie  low frequencies.    In this case, 

it is generally desired to have the analysis bandwidth increase with 

frequency, but the exact form of the bandwidth as  a function of  frequency 

is not crucial.    While  the class of frequency transformations,  afforded 

by digital frequency warping, does not permit proportional bandwidth 

analysis,  it does permit an analysis  in which  the analysis bandwidth in- 

creases  or decreases with frequency and also permits a vernier analysis. 

A method for comparing the bandwidth of the  frequency function afforded 

by digital frequency warping, with a constant Q analysis, has been   * 

developed,  and a detailed study of  the  comparison carried out. 

■Will—IMMlli   III ■ I   
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One of the potential advantages of digital frequency warping lira 

In Its relatively simple hardware Implementation.     This Implementation 

corresponds basically to a cascade chain of first-order digital filters 

and    thus an Important consideration In the use of this technique    Is 

its sensitivity  to arlthemetlc round-off noise.    As  a part of the study 

of this  technique,  an analysis of the arlthemetlc round-off    effects has 

been carried out.    It Is shown, In particular,   that these effects are 

not severe. 

This work has been presented In a paper entitled, "Unequal Resolution 

and Vernier Spectrum Analysis," by C.  Braccini and A. Oppenheim at the 

Florence seminar on digital filtering, Sept.   1972,  and also at the 

International Conferenre on Signal Processing, University of Erlagen, 

Germany, 

-■ "        
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3,    Development of  a High Speed Digital Processor 

Work has continued on the detailed design of the Black Box and 

on component selection.     Due to expansion of the data word size to 24 

bits,  the chip count is now about 700.    Two of eight circuit boards haw 

been received, and final design and layout of the multiplier, which uses 

these boards,  is proceeding.    We are writing a computer program to opti- 

mize 'he propagation delay of the multiplier with respect to chin count, 

since we estimate  about  165 MC10181 ALU chips will be neede-j for the 

24 X 24 bit multiplier.     Despite its size,  the multiplier should still 

operate in approximately  100 nanoseconds.    Considerable effort has been 

expended on the I/O interface design.    Since  the Black Box data word 

length is 24 bits, its instruction word length is 50 bits,  and we ylan 

to interface the machine  to either 18 or 16 bit host computers, we have 

provided a flexible I/O system which is easy to use  for both fractional 

and integer data,  as well as  instrm..ions. 

.. . 
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4,    Two-Dlmenslonal Filter Design 

Recent work on the problem of two-dimensional recursive filter design 

has been in the area of developing an algorithm which can be used to 

select rational functions in twr variables which approximate a desired 

filter frequency response in an optimum sense.    The algorithm which has 

been developed is a straightforward extension of a one-dimensional 

algorithm which approximates an ideal function by rational functions. 

This algorithm is the differential correction algorithm.    This is an 

iterative procedure which is  described in E. W.  Cheny's Introduction to 

Approximation Theory  (p.   171).    It can be proven to yield the best 

approximation to a given function in the Tchebycaev (minimax)  sense in 

a region.    Implementing  the  algorithm on a digital computer, however, 

constrains us  to work on a  finite point set rather than over a connected 

region.    The number of points used is constrained by the  amount of avail- 

able computer memory  and computation time,and to date  the largest net of 

points has had 544 members.     This was observed empirically to be 

sufficient for some two-dimensional design problems,  but not for all. 

The differential correction algorithm has also proven to be a useful 

technique for designing optimum one-dimensional recursive  filters, and 

is worthy of further research in this context, particularly in the area 

of weighted approximations where the prescribed error  tolerance from the 

ideal design is allowed to vary as  a function of frequency. 

In addition, we have discovered that if certain assumptions  concerning 

the data to be filtered are made,  a two-dimensional filtering problem may 

be traasforraed into a one-dimensional filtering problem by  applying the 

one-projection theorem of Mersereau  [MIT, ScD.   thesis,   1973].    In this case, 

standard one-dimensional filter design techniques may be employed to 

solve the filtering problem. 
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APPENDIX I 

To be presented at Florence Seminar on Digital Filtering 

September 21 to 22, 1972 

Florence, Italy 

Applications of Dlrltal Frequency V/arplnp; to unequal Resolution 

and Vernier Spectrun Analysis 

C. Bracclnl* and A. Oppenhelmt 

Recently, a technique referred to as digital frequency 

warping was proposed   .  TJie technique corresponds to processing 

a sequence f(n) to obtain a new sequence g(n) in such a way that 

the Fourier transforms of the sequences are related by a dlstor- 

tlon in the frequency axis. Speclfical]y with n(eJ ) and FCe'3" ) 

denoting the Fourier transforms of g(n) and f(n) respectively the 

frequency variables are related by 

0 = fi + 2 arctan Cg|^Q3 (1) 

The sequence g(n) Is obtained fron f(n) by means of a cascade 

of two first order filters and a chain of firr,t order all-pass 

networks all with pole  locations at z = a •  As the oarar.eter a 

Is varied, then according to eq. (1) the amount of frequency warp- 

ing is varied.  Because this cascade chnin of first-order networks 

is defined by the single parameter a and because of Its modular 

nature it leads to a relatively straightforward hardware realization. 

The frequency warping specified by eq. (1) is a monotonic 

function of Ü  and raps the interval -iT<Q<+Tr Into the interval 

mammm MtteBI^-'». 
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-n^fi<+n.  With the coefficient a positive, n(n) has a slope greater 

than unity at fi=0 and lest, than unity at n=TT.  Conpequently if 

constant bandwidth spectral analysis is carried out on the sequence 

E(n),usir3, for example, the Fast Fourier Transforn algorithm, 

it will correspord to unequal bandv.'idth analysis of Lhe sequence 

f(n) with the bandwidth monotonically increaslnp with frequency. 

If the relationship between H and Q  were logarithnic then an 

equal b'andv.-ldth analysis of gCn) would rtsult in a constant Q 

analysis of f(n).  In many applications unequal resolution analysis 

is desirable    ',  In some cases the soeclfic character of the 

resolution as a function of frequency is not Important.  In 

other» applications such as when form invariancc is desirable. 

It is important to have an approximately constant Q analysis. 

One of the objectives of this talk is to discuss the use of 

digital frequency warping to approximate constant Q analysis. 

Because of the fact that the warping specified by eq. (I) 

has a slope greater than unity at n=0 it can be used to provide 

a vernier spectrum analysis.  In particular the Discrete Fourier 

Transform of g(n) provider, a sampling of the spectrum of f(n) 

with close spacing of the spectral samples around n=0.     V71th the 

parameter a close to unity, this can be viewed as a vernier 

analysis around n-Q.     In general, of course, we would like the 

ability to carry out a vernier analvsis around an arbitrary fre- 

quency.  This can be accomplished by multiplying f(n) by a complex 

exponential sequence to modulate the desired center frequency 

i mi nmmi i   mini—ii ■IIIMllllllll 
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toA.-o, implementing the frequency warping and Fourier transform. 

Several examples Illustrating the procedure will bo presented. 
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4.   FREQUENCY  WARPING  USING  AN   fllL-PASS   TRF.NSFORMATION 

A procedure   for implementinp, a frequency transformation of the form 

e(n)     »    (0-0)4 8 arctan 
a sin(fJ   - n  )    A 
 a 

1 -a cos(n - Q   ) 
a 

(10) 

has been discussed Til.    The   frequency warping achieved is   restricted to the 
functional   form of eq.   (10)   and can only be  varied within the  flexibility affor- 
ded by the parameters     a    and fJg •    A plot of Q{ü)   fbi* fia = 0 and several values 
of a is  depicted in  figure   1. 

FIGURE   1. 
Frequency warpinf function 
for several  values  of the 
parameter a . 

To  implement  this   frequency warping,  we  consider Wo  sequences   f(n)   and  f(n) 
with  Fourier transforms  related  by ,,(■     jU ^     _     iw    j8(0)   -j 

With Q{<A)   of the   form of eq.   (10),   and  assuming that.   f(n)   is  zero  for n  <  0,   it 
has  been  shown  that   r(n)   and   f(n)   can bo  related by 

-jftn 
f(k)     =      y      e 

n=0 
f(n)     hk(n) 

where  H, (z),  the     z-tranr.form of h, (n)   is  given by 

IIk(z) 

(1   -  a^z-1 

(1 -a z"1)2 1 - a z •1   J 

k-1 
k  >  0 

k = 0 
1   -  n  z -1 

(11) 

{V) 

th 
ifi n ■        • 

is corresponds to processing    r(-n)e    fl     with the system shown in figure ? 

r,p 

(l-a--'):-,-1 

1-rir.-' 

(n) ri( 

z"1 - a 

1-az 

(n) Rj(n) p»(n) 

FIGURE 2. All pnaa network used to implement the frequency warping of fig. 1 
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The sequence   l'(n)  is obtained by sanpling the outputs  along the cascade chain at 
n » 0,  i.e. 

f(n)    ■    gk(0) (13) 

In a practical  implementation of this system, the sequence  f(n)  would be of fini- 
te length and  it would often not be necessary to reverse the direction of^the 
input  sequence  since this does not  affect  the magnitude of    FCeJ")    and    F(eJfi) 
and only changes the sign of the phase of F(eJn). 

For na = 0 .md    a    positive, we no:e  from figure   1  tint the slope is monotonical- 
ly decreasing with  frequency and consequently an analysis  using the warping given 
by eq.   (10) with ^a ■ 0 will have an analysis bandwidth which  increases with  fre- 
quency.     With ^a ^ 0,  the analysis bandwidth will be minimum around n = fia .   We 
wish now to compare the analysis  as provided by the warping of eq.   (10)  with 
constant percentage bandwidth analysis.    To present the basis   for Lhe comparison 
procedure  it  is helpfu]  to  refer to figure  3,  indicating the manner in which a 
filter with bandwidth B is  reflected by the  -urve  Q{.1).    The bandwidth of the 
filter applied to the sequence   r(n)   is 

and its center  frequency is 

B    ■    fii   - fii 

a ■      "^   (   «2    +   «!    ) 

coo 

(15) 

FIGURE   3. 
The  reflection of a  filter 
with bandwidth B by the 
curve  0(Q). 

i 
B 

T 

•(Q) 

1 

1 
i 

i 

Qi ^2 

■♦j ^h 

Q 

The   bandwidtn  -md  center   frequency  of the equivalent   filter  applied  to  f(n)  are 

B    =    ßt  " 0| UC) 

•   i ( «t ♦ fli ) ü. (17) 

The  Q of thr-  offectivt-   filters  applied  to  tht? Gequ?tic?   f'(n)   is  defined- as 

Q   ■ B 
(18) 

For  a  constant  porcentape  bandwidth  analysis  we  require  that  Q he  independent  of 
itf.  and  consequently  thtt  B be proportional   to '.c.    That  this   is   in  {'net  so  for 

.... ■—.—..■.a»»——,■,... -         ..       ,^..,. ..■^.  .^:.   ..■■     .. ^.^  — 
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the logarithmic transformation 

or 

fl    «    ai  In az  n 

Q 
1 n/ai 

—   , e 
P2 

follows   in a straightforward manner.     Specifically, 
1 f Si. 1 

«2 —    expf — ]     and    ßt    =    5i  + B  . 
aa ^^ ai  ' 

Therefore 

Q 
expl 

Ot-Öl 2 
exp(l7HexpÖ"1, 

1 
.«P(^)^ 

-    ■    2 
expl          I   -   1 

(19) 

Since B and a are constants,  Q is  a constant.     In the same manner, we can compu- 
te the  cente7 frequencies  and bandwidths  reflected through the warping curve of 
eq.   (10).     The exact computation of the bandwidths leads to unw.eldy ^pressions 
and we will  instead base the  comparison on an approximate analysis.   .^ appro 
ximate  analysis  corresponds  to assuming that 0(0)  is  Unear over an ^terval 
with width B in S .     With this  agproximation, B and B can be simply related by 
the slope of bin]   at Ü = ßc and Qc and nc are  simply related by 

' a   . •(ai   . (20) 
c c 

It has been demonstrated that   for a =  1/2 and 0 < B < 2^/32    the error due to 
this  approximation is  less than   1   % and for Bless than 2./16    the erro, is    ess 
th«kS.    With the as^urption that   9(n)   is  linear over the  range    0,-9,    with 

slope  0'(.fic),  B and B are 'simply  related by 

3   =   B 6'(nc)        . (21). 

; i 
Tims, the Q of the effective   filters  is 

Q   =   !JL   =   !JL   e*(fl )       • (22) 
B
 B C 

For constant percent^ bandwidth,  Q is  constant, whUe the  Q given in eq.   (22) 
Is  a fu^c'on'of 0C.    To co.pare  this vith constant Q, we  define  the error rela- 

tive  to a constant  value  Qr as 
Q(n ) - Q ,   v 

to  , ,   c; r 23) 

where we have  denoted the  dependence of the error and  Q on  nc.    With the error 
fxTressed in this .ay, Qr is of course arbitrary and the error i.  thejeftr. f J 
pendent on what  constant Q value  we  choose to compare  "■  ;c     -th.    Consequently, 
it  is  convenient to display the error in terms of    log[l + c(.tc)J     since 

log(   »♦«(0 )  ) log Q(n )  - log Qr 
(210 

With tlQ.)  presented in this way a change in Qr is reflected by a vertical dis- witn tv"c; prcBCHvw«        -* »___ „n loo)     QIQ  )   is nroüortional to 
placement of the error curve.  Since, from eq. ^22;, 4WC)   J8 ^2 
1/B, it ir, also convenient to consider Qr to be proportional to 1/B.  Thus we 

express Qr 'l- Qr = c^ ■ H 

In   figure  '.,  a set  of error  curves   are  displayed  for °i f fcrent  values^^and ^, 

For each value of a, the different numbered curves presented correspond to a 
It was also convenient for the purpose of displaying these CUTVea, 

to X. t Si vertical position of each curve so that they are tangent to c - 0. 
Sufeach curve displayed has associated with it a different value of C. i 
MMnilWIIIII «iMniiiMlü mmmm^mtm 
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A table of t\w  values of D0 iind C  for e.icli curve  is  fi ven  in T;ible   1.     We note 
on these etirwfl  that  for each  value of n,  those curves which are  simple convex 
curves  appear to be quite similar.     It  has been verified computationally that 
for values of rorhilatiun    between those piven,   linea'- interpolation provides a 
close approximation.    To discuss  how the error curves should be  interpreted,  let 
us consider a r.pecific example.     Let us  assume  that we wish to investigate the 
deviation  from constant Q for a =  1/2.     Referring to  the  appropriate set of er- 
ror curves, we note that   from curve  3  (figure  ^.b), corresponding to a modula- 
tion of zero,  it  is possible to have a positive error relative to Qr ■ 0.90 B 
between 0 and   10 ;'  in  the   frequency   ranre    0.1(2 n < u < 0.93  ■ .   Alternatively 
by shifting the  same curve downward, we  see that  it   is possible to have an error 
between  ±   10  % relative  to Qr =  B  in  the   frequency  ranpe     0,26  v  < Q <   ].0k n   . 
For a ■  3A; with  um = 0,  it  is possible to have an error between  i   10 55 in the 
frequeny    range    O.I43 n < fi <   1.05  "    with Q.r^= 0.^3 B .   We note that  for Qr to 
be  same  for the two different  values of a ,     B can be  larger if a =   1/2 than if 
a = 3A.    Thus,  with a =  3/'*;  a wider bandwidth  analysis  can be used on the 
sequence  f(n). 

In a practical setting, we may wish to use the   frequency warping to implement an 
approximation to a constant  Q analysis.     Given the  frequency  range to be analy- 
zed and the  allowable  deviation     from constant Q,  we  can then  use  the  curves of 
figure   h to chr.ose the parameters  a and 0a.    The design procedure will generally 
be of a trial  and error kind.    The choice of 0a will generally depend on the 
range to be analyzed.    The parameter a influences tha value of Qr so that as a 
increases the  value    of B required to approximate a given Q will decrease requi- 
ring a  finer resolution analysis of f(n).    At the same  timCfit  is  generally 
possible to extend the   frequency range  to lower frequencies  as  a increases. 

TABLE   1 • . 

a> 

a c urve   Uo . na 
c 

• 
• 

V E 1 

1 
2 
3 

0.25 
0.55 
1 

i.i* 
1.9 
2.2 s I4 h 1.5 2.5 

h 5 

1 

2 2.9 

-  0.5 0.66 

£> 2 -  0.32 0.75 
^t 3 0 0.90 

a» 1 1* 0.5 1.1 
2 5 

6 

1 

1.0 
1.5 
2.0  

- 0.53 

1.2 
1.1* 
1.6 

0.29 
O 2 - 0.25 0.35 
-t 3 0 0.39 

a> 3 u 0.5 0.1t7 
i E 

5 
6 

1 0.55 
tc 

•r) 1 .5 0.63 
U. 

7 

1 

2 

- 0.57 

0.70 

O.oC't 
•O 2 s   - o.h ,    0.073 
.   t 3 0 '0.08V 

m Li U 0.5 0.11 
i7 • 1 0.12 

c 1.5 0. Hi 

? ? 0.1C 

111 .Mi—11111   
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FIGURE 4. 

Error curves for the use of digital frequency warping 
to approximate constant percentage bandwidth 
FIGURE 4.a. 
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where M 

max(x(n)J 
over n < ft 

max 
over k 

N 

r=0 l^.k'1' (35) 

If we  assiLT.e that the  input is white  noise  uniformly distributed in amplitude 
between plus and minus   1/M, then    o* =   1/3M2    and the variance of the output si- 
gnal    Sjjn)    is 

i o'(0) 

'I oiik) 

i 
W 

i 
3M2 

x 

1 
T^l? 

(l-a2) 
(i ^yi k 2  i 

(36.a) 

(36.b) 

Combining eqs.   (36)  and  (27), the output noise-to-signal ratio is 
,2/ 

On(0) 

a2(k) 

=    3    # 

3   lr 
2^2 

1   + k (1  - a2) 
a2(l + 

k ^   1 

(37.a) 

(37.b) 

From eqs.   (37.a)  and (37.b),  it  is  clear that the noise-to-signal   ratio is  a mo- 
notonic   function of k and consequently the  largest noise-to-signal  rutio occurs 
in •••he  last  stage.    Then, with    K+ 1     denoting the number of stages  in the  sys-- 
tem,   and assuming    K ^ 1 , the noise-to-signal ratio in the last  stage can be 
approximated as 

o2(K) 

s 
=    3 M2 K a 2)2 (1   - 

a2(l +a2) 
(38) 

To observe  how the noise-to-signal  ratio is  influenced by the parameters K,  a 
and M, we must consider the influence of these parameters on M as  defined by 
eq.   (35).     To this end, we consider S(k)   defined as 

S(k)     = 
N 

r=0 
lho,k(r) (39) 

so that M    = max(v^(k)] 
over k 

Figure 7 shows a plot of S(k) for several different v .lues of a as a function 
of II and k. There are a number of trend? evident from these plots. First, we 
note that, for a given U and a_, ~(k) reaches a naximur. and then decreases. 
Furthermore, this rtaxlnun is reached for k snail compared with il, and the value 
of k for which S(k) reaches a maximum decreases as a increases. Consequently, 
it is reasonable to consider M to be independent of K in cq. (33). Thus, from 
eq. (38), the noise-to-signal ratio does not increase rapidly with K, i.e. it 
is  relatively insensitive to the number of stages. 

[1]    A.f.   OPPENHEIM and P. H,   JOHNSON   "Dircrotp Representation of Signals" 
Proceedings  of the  I.E.B.E.,  60  n0  6, pp.  681-691   (j«ne   1972). 
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FIGURE   7. 
S(k)   for  several  values of a as  a   function of N and k. 
FIGURE   7.a. 
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providen a dice   Tf the Fourier transform and if enough slices  are obtainei th 
Fourier transforr:. and hence the original object  can be reconstructed. 

Based on  formulating the problem in digital signal processing terms,  a number of 
new algorithms  have been developed which appear, based on several reconstruction 
examples,  to be  superior to previous  algorithms.     Furthermore  a number of new 
theoretical resultc  have  been developed relating to the minimum number of projec- 
tions necessary  for exact  reconstruction.     It  has been shown  in particular that 
taken at the right orientation exact  recotistruction    can theoretically be  carried 
out  from only a single projection.     While  reconstruction based on this theorem is 
too sensitive to apply  in practice the theorem appears to have potential applica- 
tion to multi-dimensional  filter design.     Some of the more practical reconstruc- 
tion algorithms have been applied to the reconstruction of a section of a leg 
bone from real X-ray data. 

The above comments complete the brief survey of some of our    digital signal pro- 
cessing activities.     I would like to conclude with a short  description of the 
computer facilities which we use. 

3.   FACILITIES 

There are two primary faciliti 
Equipment  Corporation PDr.9 compute 
and a high speed signal processing 
Lincoln Laboratory [8].     The PDF.9 
with   18 bit   fixed point  arithmetic. 
two 250K word discs,   four dec  taper 
cessor and point  display,  and high 
ral equipment  int-erfaced  for audio 
used  in an interactive way. 

es that we have available to us   :   a Digital 
r at the Pesearch Laboratory of Electronics 
computer,  the  Fast  Digital Procfsor  (FDP)  at 
computer is  a standard medium size computer 

In our  facility we have 2l*K of core mmory, 
a graphics  display,  X-Y tablet,  di?   .ay pro- 

speed printer.     In addition there i? periphe- 
input  and output.     In general the  facility is 

The  FDP is  a special  purpose programmable  signal processor designed and built  at 
Lincoln Laboratory  and is  interfaced to a Univac   1219 computer.     It utilizes  a 
ligh speed memory and  operates wit:, a memory cycle time of 250 nanoseconds.     It 
has  a highly parallel  configuration with  four arithmetic elements which communi- 
cate with each other and operate  in parallel.     In  general  it  can implement  signal 
processing algorithr.s on the order of 50-100 times   faster than the PDF.9.     For 
example,  the  irvlemontation of an PFT with 256 complex or 512 real points  requi- 
res on the order of 2 msec.     This  corresponds to  real  time spectral analysis  at  a 
100-200 KHZ input  sampling rate.     A two-dimensional Fourier transform of a 256 
by 256 point picture  requires  approximately   1   second.     In  general the speed of 
the FDP permits  real time digital  signal processing for a wide  variety of pro- 
blems.     For many others  such as picture processing it offers the possibility of 
highly interactive processing. 
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